**Espacios vectoriales**

**Definición**

* Sea K un cuerpo[[1]](#footnote-0) y V un conjunto no vacío, diremos que V es un **espacio vectorial** sobre K si:
  + En V hay definida una **operación interna** de forma que (V,+) es un grupo abeliano: Verifica las propiedades asociativas,conmutativas, existencia de elemento gfneutro y elemento opuesto.
  + En V hay definida una **operación externa** de K en V, que denotaremos por yuxtaposición, verificando:
    - a(u+v) = au+av, ∀a∈K, ∀u,v∈V,
    - (a+b)u = av+bv, ∀a,b∈K, ∀v∈K,
    - a(bv) = (ab)v, ∀a,b∈K, ∀v∈K,
    - Iu = u, donde I es la unidad para el producto en k.
    - La operación externa recibe el nombre de producto por escalares.
* Los elementos del espacio vectorial suelen denominarse **vectores**, mientras que a los del cuerpo k se les denomina **escalares**.

**Ejemplos**

* **Mmxn(K)** es un espacio vectorial sobre K con las operaciones suma de matrices y producto de matriz por escalar.
* El cuerpo **K** es un espacio vectorial sobre sí mismo, con las operaciones suma de escalares y producto de escalares.
  + Si consideramos el producto de K consigo mismo n veces (Kn), podemos dotarlo de estructura de espacio vectorial sobre K:

(k^n) -> {(x1,x2…,xn)|xi∈K, ∀i∈=1…n}

* El conjunto de polinomios en una indeterminada con coeficientes en el cuerpo K, denotado **P(K)**, constituye un espacio vectorial. Se denomina ‘anillo de polinomios de una variable con coeficientes reales’
  + También lo es el conjunto de polinomios de grado menor o igual que n sobre K, denotado Pn(K) para todo n.
* El conjunto de todas las funciones en un intervalo de la recta real es un espacio vectorial real.
* Existe un espacio vectorial cero **{0}** con un único vector, neutro para la suma. Cumple que 0+0=0 y k0=0 para todo k.
* **Rn** es el espacio vectorial de vectores de n números reales. Rn := { (x1, … xn)/ xi ∈ R}
  + (x1,...xn) + (y1,...,yn) = (x1+y1,...,xn+yn)

**Propiedades** e demostración

* Sendo V un K-espacio vectorial., e a,b∊K e v∊V.

1. **av = 0 ←→ a=0 ou v=0**
   * (**→)** Se av=0, con a=/=0, v = (a-1a)v = a-1\*(av) = a-1\*0 = 0. Logo, v=0.
   * Dado que o 0 é o elemento neutro da suma, 0v = (0+0)v = 0v+0v. Entón, concluímos que 0v é tamén un elemento neutro da suma, e 0v=0.
2. **av-bv = (a-b)v**
   * (a-b)v = (a+ (-b))v = av + (-b)v = av-bv
3. **av=bv → a=b se v=/=0**
   * av=bv → av-bv = 0 → a-b=0 (se v=/=0) → a=b
4. **-(av) = (-a)v = a(-v)**
   * av + (-a)v = (a-a)v =0v = 0. Entonces, -(av)=(-a)v
   * av + a(-v) = a(v-v) = a0 = 0. Entonces, (-av) = a(-v)

**Subespacios vectoriales**

* Siendo K,(V,+,\*) y U ⊆V, (U,+,\*) es un **subespacio** en V.
* Entonces, por definición:
  + Para todo u1, u2 ∈ U, u1+u2 ∈ U
  + Para todo n∈K, n\*ui∈U
* Entonces, para todo ni∈K y ui ∈ U, n1\*u1 + … + ni\*ui ∈ U. Cada elemento ni\*ui es conocido como combinación lineal de un elemento de U.
  + La suma de todas las combinaciones lineales de U es U.
* Dados dos subespacios U1 y U2 que son subespacios vectoriales de V:
  + U1 U U2, no es un subespacio vectorial de V (por lo general).
    - Por ejemplo, el subespacio U1 es el eje X y el subespacio U2 es el eje Y. Si sumamos un vector del eje X (5,0) y otro del eje Y (0,5), obtenemos el 5,5 que no pertenece a la unión del eje X y el Y.
    - U U W será un subespacio si y solo si **U C W** o **W C U**, pues en estos casos U U W= W o U U W= U, respectivamente
  + U1 ∩ U2 sí es un subespacio, pues cumple las propiedades:
    - v∈V | v∈U1^v∈U2 | v∈U1∩U2
    - nv1 + mv2 ∈ U1^U2
  + Se define el **subespacio suma** de U y W como U+W:={u+w | u∈U y w∈W}
    - U+W = <U U W>. Es decir, U+W es el menor subespacio de V que contiene a U y W.
    - Si U = <S> y W = <S’>, entonces U+W = <S U S’>
* {0} y V son subespacios de V, se denominan subespacios triviales.
* {(x,y,z) ∈ R3 | x+z=1}

**Combinación lineal, independencia lineal**

* Dado un conjunto de vectores V (v1, … , vn) en un K-espacio vectorial, una **combinación lineal** de estos vectores es cualquier vector (a1\*v1, … , anvn) siendo ai un escalar el cuerpo K.
* Un conjunto será **linealmente dependiente** si el vector 0 se puede escribir como combinación lineal de los vectores sin que todos los escalares sean 0..
* S es **linealmente independiente** si y solo si (<-> ni=0, ∀i = 1, …, n).
  + Es decir, la única forma de obtener el 0 a partir de vectores de S es la ‘forma trivial’, multiplicando los vectores por 0.
  + Para conseguir que un conjunto sea linealmente independiente, se eliminan todos los vectores que son combinación lineal de otro en el conjunto.
  + Para comprobar si es linealmente independiente, se resuelve el sistema asociado y se reduce la matriz a pivotes. Si el rango de la matriz es el máximo, será linealmente independiente. Si se anula una fila, es dependiente.
* Para comprobar si un conjunto de vectores es linealmente dpeendiente o independiente, se asocia una incógnita(escalar) a cada vector, se iguala al (0,0,0,…) y se resuelve el sistema, sin incluír la columna de 0s.
  + Para isto, compróbase se os 2 primeiros vectores son 0, logo os 3 primeiros, e vanse engadindo 1 vector de cada vez, ata chegar a sumar o conxunto enteiro de ser preciso.
* **Observaciones:**
  + Todo conjunto que contenga el vector cero es linealmente dependiente. (se puede multiplicar ese vector por cualquier escalar y los demás vectores por 0).
  + Si S1 ⊂ S2:
    - S1 linealmente dependiente ⇒ S2 linealmente dependiente.
      * Se pueden multiplicar por 0 los vectores de S2 que no estén en S1.
    - S2 linealmente independiente ⇒ S1 linealmente independiente.
  + Un conjunto de vectores es linealmente dependiente si y sólo si uno de los vectores es combinación lineal de los restantes.
    - Lin.dep. si a1v1 + … + anvn = 0 sin que todo ai=0. Asumamos que a1=/=0. Despejamos v1, con a1 pasando a dividir los demás vectores..
    - v1 =
    - Entonces, a1 es una combinación lineal de los restantes vectores.
  + Sea S = {u1, …, us} linealmente independiente.
    - Si u !∊ <S>, S U {u} será linealmente independiente.
    - Además, si S U {u} es linealmente independiente, u !∊ <S>
    - Entonces, para convertir S en una base de V, podemos incluír repetidamente vectores u que cumplan esta característica.

**Sistemas de generadores**

* S es un conjunto de **generadores[[2]](#footnote-1)** de V si mediante las combinaciones lineales de S se puede generar todo el conjunto.
  + Ejemplo: Si V=R2, tomamos dos vectores e1=(0,1) y e2=(1,0)
  + <{e1, e2}> es un conjunto de generadores de R2.
* En un espacio vectorial no nulo, de cualquier sistema de generadores finito se puede extraer una base.
* **Lemas:**

1. Si {u1, u2, … un} es un sistema de generadores de V, se pueden eliminar los vectores que sean combinación lineal de los demás (ui) y seguirá siendo un sistema de generadores.
2. Si un conjunto {v1, v2, … vm} es linealmente independiente y {u1, u2, …, un} es un sistema de generadores de V, entonces m≤n.

**Bases de un espacio vectorial**

* Dado un espacio vectorial V, un subconjunto B es una base de V si:
  + B es linealmente independiente.
  + B es sistema de generadores de V.
* **Lema:** Siendo S el conjunto de los vectores S={v1, … vn}, <s> = V. Si existe un vr es combinación de los restantes (r=/=0), entonces S\vr  es también un sistema de generadores de V.[[3]](#footnote-2)
* Siendo B={u1, … um} una base de V, los escalares tales que

v=)B son las **coordenadas** de v respecto de B.

* **Base canónica** de K^n: el conjunto ***C***={ (1,0,0…,0), (0,1,0,...0), …, (0,0,0…, 1)}
  + Representa una matriz diagonal que representa un sistema compatible.
* **Teorema de existencia de base:** Sea V un espacio vectorial con un conjunto finito de generadores S. Entonces, existe un subconjunto de S que es una base de V.
* Siendo B una base de V con n elementos. Se cumple que todo subconjunto de V con más de n elementos será linealmente dependiente.
* Si V tiene dimensión n, cualquier subconjunto de V con n vectores lin. indep. es una base de V.

**Teorema de ampliación de la base**

* Sea V un espacio vectorial sobre K, de dimensión n, y sea {u1, u2, …, us } = un subconjunto de V de s vectores linealmente independientes.
* Entonces, s<=n, y existen vectores {vs+1, …, vn} que cumplen que {u1, u2, …, us, vs+1, …, vn} es una base de V.
* Es decir, todo subconjunto de V lin. indep. se puede ampliar a una base de V.
  + Demostración: si s>n, no sería linealmente independiente.
  + Si s=n, el conjunto ya sería una base de V.
  + Si s<n, <u1, …, us> C <v1, …, vn>. entonces, existirá al menos un vector vi que no pertenezca a <u1, …, us>, por lo que {u1, u2, …, us, vi} será lin. indep.
  + Repetimos esto añadiendo n-s vectores vi hasta que el conjunto sea generador de V, y por lo tanto base de V.
* En un ejercicio, si se pide ampliar un conjunto a una base de R^n, es necesario considerar los vectores escalonados (0,0,1,0) que le faltan al conjunto para poder tener n vectores escalonados linealmente independientes.
  + Por ejemplo, siendo S={(1,1,1,1,),(1,2,3,4)}. Sería necesario añadir además el (0,0,1,0) y el (0,0,0,1).
* **Corolario:** Sea V un espacio vectorial de dimensión n. Dado un conjunto S de exactamente n vectores, son equivalentes[[4]](#footnote-3) las siguientes afirmaciones:
  + S es linealmente independiente
  + S es sistema de generadores de V
  + S es una base de V.

**Teorema del intercambio de Steinitz**

* Explicación de Merino-Santos, solo o 1º postulado do teorema, o único que explicou barja na clase. explicación expandida do teorema en [3\* notas](https://docs.google.com/document/u/0/d/1Yj4SHw2UCgc8mz5IEGEAJmIwbhCC89tBPjxCNuzgZo4/edit).
* Sea L={u1,...um} conjunto de vectores linealmente independientes. (libres.)
* Sea S={w1,...wn} conjunto generador de V, tal que <S>=V.
  + Tanto L como S son subconjuntos de V.
* Entonces, **m<=n**. Demostración:
  + Todo vi es combinación lineal de algún vector de <S>, ya que pertenece al espacio V.
    - 0 =/= v1 =
  + Además, el vector vi de L no puede ser (0,0,0,0) ya que no sería linealmente independiente. Esto también significa que no pueden ser todos los escalares de la combinación lineal 0.
  + Entonces, existe un escalar xi distinto de 0 que pertenece a K. Suponemos sin perder generalidazd que este escalar es x1 y multiplica al primer vector u1.
    - S1 = {v1, u2, … un}. Sustituyendo el primer vector de S por el primero de L. Se cumple aún que <S1> = <S> = V ?
      * v1 = x1\*u1 + … + xn\*un
      * x1\*u1 = v1 - x2u2 - … - xun
      * u1 = -- … -
    - Concluímos que todo vector de S se puede reemplazar por una combinación lineal de los demás y un vector de L.
  + Repetimos este proceso tomando todos los vectores de L: v2 toma la posición de u2 en S1.
    - v2 = y1v1 + y2u2 + … ynun . Entonces, de nuevo, algún escalar debe ser distinto de 0. Asumimos que es y2.
    - S2 = {v1, v2, u3, …, un}. <S2> = <S1> = <S>
  + Conocemos que en L no hay vectores combinacion lineales entre ellos ya que no sería lin.indep.
  + Además, todo ui tiene su equivalente que puede ser sustituído en S.
    - De lo contrario, eventualmente nos quedaría un Sn donde todos los vectores son parte de L = {v1, …, vn} y existiría un hipotético vn+1 que es combinación lineal de estos.
    - Sin embargo, ningún vector de L puede ser combinación lineal de vectores de L ya que es indep. lineal.
  + Concluímos entonces que S no puede tener menos elementos que L. Es decir, **m<=n.**
* **Teorema de la base:** Corolario del teorema de Steinitz. Si un espacio vectorial V tiene una base formada por un número finito de vectores, todas las bases de V tienen el mismo número de vectores.
  + Se explica aplicando el teorema de Steinitz bidireccionalmente entre dos conjuntos de generadores.

**Dimensión de un espacio vectorial**

* De un espacio vectorial V que posee una base finita, diremos que es un espacio vectorial de dimensión finita y llamaremos **dimensión** al número de vectores en cualquiera de sus bases. Expresado con **dim(V)**
* dim(V) será el máximo número de vectores independientes en V, y también es el mínimo número posible de vectores generadores de V.
* Ejemplos:
  + dimK(K^n) = n. Se puede comprobar a partir de la base canónica.
  + Siendo Pn(K) el espacio vectorial de los polinomios de grado menor o igual que n, {1,x,x^2,...x^n} es la base estándar de Pn(K). Entonces, dim(Pn(K)) = n+1.
* Se verifica que, siendo U un subespacio de v:
  + dim(U) <= dim(V)
    - Si U es un subespacio de V, todo subconjunto de U que sea linealmente independiente tendrá como máximo n vectores, donde dim(V)=n.
  + dim(U) = dim(V) ↔ U=V
    - Si dim(U)=dim(V)=n, entonces U tiene una base de n elementos. Además, todo subconjunto de V linealmente independiente con n elementos será una base de V.
    - Entonces, U=V, y la base mencionada de U será también base de V.

**Coordenadas de un vector respecto de una base**

* Sea V un espacio vectorial sobre K. Si B={u1, u2, …, un} es una base de V, todo vector x∊V se escribe de forma única como combinación lineal de los vectores de V.
* Los escalares necesarios para que x1\*u1 + … + xn\*un = v, donde v es un vector de V, sereán las **coordenadas** de v respecto de la base B, representadas con:
  + x = (x1,x2, …, xn)B

**Fórmula de Grassman**

* Sean V un espacio victorial de dimensión finita n y U,W subespacios de V. Entonces:
  + **dim (U) + dim(W) = dim(U+W) + dim(U⋂W)**
* Demostración**:**
  + Sean Bu={u1, …, us} una base de U y BW)={w1, …, wr} una base de W.
  + Si BU⋂W = {v1, …, vt} es una base de U⋂W, es necesario que t<= mín{r,s}.
  + Además, BU⋂W es un subconjunto linealmente independiente tanto de U como de W.
    - Entonces, existen s-t elementos de U tales que B1={v1, …, vt, ui1, …, ui s-t} es una base de U.
    - También existen r-t elementos de W tales que B2={v1, …, vt, wi1, …, wi r-t} es una base de W.
  + U+W = <U U W> = <{v1, …, vt, ui1, …, ui s-t, wi1, …, wi r-t} >
  + Entonces, el conjunto {v1, …, vt, ui1, …, ui s-t, wi1, …, wi r-t} si es linealmente independiente será una base de U+W.
  + En conclusión:
    - dim(U) = s, dim(W) = r
    - dim(U**⋂**W) = t
    - dim(U+W) = t + (s-t) + (r-t)
    - Se cumple, entonces, el teorema: s+r = t + (s-t) + (r-t) + t.

**Cierre**

* **Cierre** de un vector **<s>**: Subespacio de las combinaciones lineales de ni\*vi, donde ni∈K y vi∈S. También conocido como ‘subespacio generado por S’.
  + S = {u1, …, us)
  + < S > = { ni\*vi | ni∈K, vi ∈ S }
  + (es decir, el cierre de un vector S es el subespacio de todos los vectores que se pueden formar a partir de combinaciones lineales de S).
  + Puede existir también el cierre de varios vectores. Ejemplo:

<(0,0,1,2)> = U = {(A,B,C,D)| A=0, B=0, C=C, D=2L}

**Propiedades del cierre**

* Sean dos conjuntos de vectores S, S’, <S>=<S’> si y solo si:
  + <S> ⊆ <S’> y <S’> ⊆ <S>
  + Entonces, S ⊆ <S’> y S’ ⊆ <S>
* <0> = {0}, por convenio.
* El cierre de un conjunto **no** varía si:
  + Si se realiza una permutación entre dos vectores.
  + Si se multiplica un vector de un conjunto por un escalar distinto de 0.
  + Si se suma a un vector otro vector del mismo conjunto multiplicado por un escalar.
  + Se realiza la unión del conjunto con un vector que pertenece al conjunto.
* Siendo U1 y U2 subespacios de V,

U1 = <S1>, U2 = <S2> —> U1+U2 = <U1 U U2> = <S1 U S2>

**Rango de una matriz**

* El espacio vectorial determinado por las filas de una matriz tiene la misma dimensión que el espacio vectorial definido por sus columnas. Demostración:
  + Si A ∈ Mm×n(K) se tiene que <F1(A), . . . , Fm(A)> es un subespacio de Kn y <C1(A), . . . , Cn(A)> es un subespacio de Mm×1(K).
  + Si dos matrices son equivalentes por filas, el cierre de los vectores de sus filas son iguales. <F1(A), . . . , Fm(A)> = <F1(B), . . . , Fm(B)>
  + rf (A) = dim(<F1(A), . . . , Fm(A)>). Esto es debido al punto previo: toda matriz es equivalente por filas a otra escalonada, y el número de pivotes de esta matriz será igual a la dimensión de su cierre de filas.
    - Entonces, si A y B son equivalentes por filas, rf(A) = rf(B)
  + Definimos rc(A) como el rango por columnas de A. Conocemos que rc(A) = rc(B) si A y B son equivalentes por columnas.
  + Demostración de que rc(A) = rf(A)
    - Siendo A una matriz de dimensión mxn, con rango por columnas r.
    - Sea [c1, …, cr] una base para el espacio columna de A.
    - Sean estas columnas [c1, …, cr] las columnas de una matriz Cmxr
    - Al ser las columnas de C una base de A, cada columna de A se puede expresar como una combinación lineal de las r columnas de C.
    - Sea Rrxn la matriz cuyas n columnas de r elementos son los coeficientes que, al multiplicarse por [c1, …, cr], dan la correspondiente columna de A. Se cumple que A = C\*R
    - Se cumple también que cada fila de A es una C.L. de las filas de R.
    - Entonces, las filas de R son un sistema generador del espacio filas de A. Entonces, rf(A) <= r, que definimos como el rango por columnas.
    - Hemos demostrado que el rf(A)<=rc(A). Aplicando el mismo proceso, podemos demostrar que rf(At) <=rc(At), es decir, rc(A)<=rf(A).
    - Entonces, **rc(A) = rf(A)**
  + Ejemplo de la demostración:![](data:image/png;base64,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)
    - Sea A= . Dado que la C3 no es lin.indep., el sistema de generadores de las columnas no la necesita. rc(A)=2.
    - Entonces, r= . Para formar la primera columna de A, multiplicamos la primera columna de r por 1 y la segunda por 0. Repetimos este proceso para hallar la matriz k.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAABCCAYAAADzNE40AAAFCUlEQVRoBdVay1HlMBBUCMRACNy5kQBVxEAIxMCdCzFwIABiIARiIAVvtTzNSuORNWPL77NV1LN+M92ar12bkuPf3d3d9PPzMzm2Hr7l+/t7enh4GIPl+fl5enl5GSNsEHVgen193Yfp6+trurm52SdkEKFSzO/vb8YFK5bzoWcQA8HQoRNtfn9/n25vb7dhgysi1iyscAmswz3g/x8fH+Y+66xnDsDxBz1PT09NFwS5sHtK8jCtBlJlcoGLpJQyGA/w3h7IBzG1zyQhlzoJBnWkMcRttayG29K+DgtudhGFAeR0NkR4AJPamofQC/3W2mKOlmi5GhTpmwUgWG8hbMAE8WidFC3zPusBaDRD4qZbliaIrb+IKYds020XOkHMbeaUEuNTu+pCcHACFgEODxa4bNcgDNAIUNxqy2WCfMztkA3PWEsaUq7MBPgn1HUDf7tTamS2YseYR4/bw3KtpEMULjfAZtzoERYDQO054pqr1pMMayc1umQrS5I9fuEGet8IooxfLVssYgMXYKLfdk3P7UAObhV7QZB/AOMJ/PKCWs9w9TK+8AyX63UivBgTB4qhpxBLVmJd+/s1hbYYdOZBBCTxC6tpS7aOA9uCAwtlLyBbQi9lnnFXWj7HEDoM3NalAN2CQ7ynjjsh5Tb/FsWnOMOkUsUns1HZ7Z8CzGgdUkLqeidBeNUuiYti7tC9aL83G33Nx8n7z4VsFyn0OOWHSi5K1VyUkSkljR6q+BTCxSXnrwVSIOsgPAWKg3Sw1uU3BabPkR3GQbhdYpn5s9GkJoR7Q9wMXEB38C4EnU1sv3DhsIS3/YJYkstGYwH3dieohVDOmjKaHHCU9ZYJTzyscy0psUvJRqsG3aOLDSS5WNg6gaytLwwYvdm8MhbNKO4ZxbQAEhWg9yOVaysRsN5rjbk3/5KcFmgdNOaGkzN0JMSd7jqsfZgTI8055NLJ8SVUu6qLHOtCJCMVgg+3HCwW8SrZO1vu/v4+v01/fn5uaZwPJYe4iRDDpb+9vWU+j4+PU/ZntF+XZjmQihIDucpyjLlLIocGQePxEjXJeQ8X8YbH+pVeLW4ZInGgrvHLGolKPe6K3EUOHQNigRZHwGPszWY9dMUrS44dXCD+vORYCnKdk0Ob/LsH9BzrmVRK83fOanAONIN1kk92z8qMgxWdQxw9MSckyUpunz4H4IhO5gIkor8PstKpRORc5F7pQecEx97N25heJKMClPWZ8v/nsGLjlT7WXIracqV8Zth8a6+8kG8G5ev9NbKURoINxkyB6TNnmGtkJZiZ+auvCuzHqskOSVwEzD+q7dLqtshnAa+MxIwpNULrqcbYi0ugC4wmt0c+w6sCjAGSivcLU3GYJIupoY8h+U0OTdbrWEPK10WZq2759D7z7YFxV/mrqa+adCuvTvkHbvmr+FkjTOZtMG7lbRGrK275Xc9D9gvGnVv5KoX2YkR+Xd+0TJpW/FcvW+OIcut8b84lX0Jp8d2lEk7XlHpRrTUGLuWNs55pl3yEkrSQ6zLdG2cxLuXrGldXvfLnzwqroor/HOrMmsO/fil8Xfn8kiBep44bQ2QeyT6LVQiB2/KNF0kI41GdSlQ+EmAow7MgjgK8uKFBE0wkbqtRL26jZT3uOfcvvSaMA7eBDOSMvbD8vQdQtoI1uVYJYrsE1OKGjXjxu8MG7hmoe8MIrAlCMhuGCb4d6FrWcO1eg7W8ueAfASjqotticLAAAAAASUVORK5CYII=)
    - k= . Comprobamos que las filas de A son todas combinación lineal de las filas de k y por lo tanto, las filas de k generan las de A. Esto significa que dim(FA) = rf(A) <= rf(k) = rc(A) = 2![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAAsCAYAAADLlo5MAAAEGUlEQVRoBe2aAXHrMAyGDWEYBmEYBmEYBmEYCmEYBqEYCmEYRiHvvtZKHcmaFce9e2v67nqJHVv+9eeXZGcvpca/z8/P6XA4TI1hd/P4+/t7ent72+bv19fX9P7+vs3IH6T0eDxOr6+vfX4z+eXlpW/yHyRLQybSVivv5+dnen5+nrhqg3tqQxwEhn1Gpq0JosjT6RQ3HESAbfIqGD4+PibawamhYdjGLmkIX0lJtYkI5+npaSLv1Z4v+jCC2hadRQMjLJwJk2sxYtstdnWKoB0CH1gawkpbOapcoTA+FLKQ1lJbgW84cTUF8KJGFSn801GCbU8sQqyeU3CQUpasq7bF4EvDgKiMWdtlbBKqhMxaQ7Xx2NHCQFUpJdd+U3WERDZSW7PWZ5ysDYr2SfiXocRc6b9VsULlOj2UmEV11fUz2EX8l5Od+6HE5SJgMAhxmlAH06pu8fvXUEwpQSwpwxhHaV6cm8HXjqHEeQR5hF5h9N9BiA7dmjVIq/JDZ0cCHkqc9/Yl91ZDpeZlsA+xREjDXBWbxLC3n/kFx1Di8jpm3wauUcVBfIGwKGkyxxSWDW90OHG1zTdhEtpLiYeNK6GvRRIhEWwLHEi2840adTQwNx/jFADLgeShUYWBPEpKYh35QWIkTZn9Xqscl04Q1hCdmT+XcdqtqlTaaN3jCCrjim0cbM2JPs8Cwd7iFyEuq/KKhcKwkGAUxc7GSdWfRcJb4M3ujIfV7kplLfPj6gqzetU7mCC7j7KQPIiLv9jLCUJYLOUXt7HLkZe0VovbXdIRdJp6cK7AUikeiosxNxP3UFyMsGLUJVQlx5WVohj0uLUMLD4vLRp27KOnYGBxzl21AeYIxJEIlY4+EglA1uCMOu/S5cGAay9+SWvzEXDNtzgcwaES/8hDOOB4KVK0RhO3BX8mTLClxDlVk1ESU97zQUBXYByNHJJLO8H7K8jghNawLfjlkJ/rQko4/ttfeRQY4wxvIn91UEM3N81amy2mZGxG8ZOWFn6KBGcmHXQSPjnW51HS35o/T4jfGCfjU+1IwdmLH7Xy05ab372EYG9h3a8X6GgPJW4Afrv7iBQI7415gDqI0lOGErcFv8zN1ytO8twifq+P5rusKONMLha3+N9NZq0ZTMfNFvwuP3KCMIxagCakIa5FujUT6hlKXF6xCz+5zf3Yy7bEfZhXxYA+nvE2bvTpfThxPfhFqW4OJ1e1lMMYXVlGboCVDo061PPVzR787FGb+1yKhFaURkdoojKuo49cpAxsZgWfAdMOpBAN022vwR9OYRHVuYju8AEC0RHmuslAJrgDdvIAtZG63NymeWACIZtlqh/vpk26aKUtQwYh20yIZtb9dEBY906ByTf66vFfM0whCuc1zxPI21O+I59FlPYP8AGNjXqoVf8AAAAASUVORK5CYII=)
* También es posible calcular el rango de una matriz por sus **menores**.
  + Un menor de una matriz es el determinante de una submatriz cuadrada de orden p.
  + El rango de una matriz es igual a la orden de su menor no nulo de máxima orden.
  + Para encontrarlo, empezamos por un menor de orden 1 (trivial si la matriz no es nula) y vamos comprobando los menores de orden p+1.
    - Si existe alguno no nulo, continuamos aumentando p.
    - Si todos son nulos, el rango de la matriz será p.
  + El determinante de una matriz es nulo si y solo si una de sus filas **o** columnas es linealmente dependiente de otra. Entonces, por definición, el rango por columnas debe ser igual al rango por filas.
* Se cumple que un conjunto de vectores se puede representar como un sistema de (r-n) ecuaciones, siendo r el rango de la matriz correspondiente.

1. Estructura algebraica en la cual existen las operaciones de adición y multiplicación, y cumplen las propiedades asociativa, distributiva y conmutativa [↑](#footnote-ref-0)
2. Los **generadores** son los vectores, cuyas combinaciones lineales forman todo el conjunto. [↑](#footnote-ref-1)
3. S\vr := S sin el vector vr [↑](#footnote-ref-2)
4. Es decir, de cumplirse una, se cumplen todas. [↑](#footnote-ref-3)